
 

Certified entity ISO 9001   

 

 

 

 

 

Technical Report 
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Abstract: This internal technical document reports the hyper-parametric search for the proposed 
Neural Network model using Tensorflow and Finis Terrae II. The NN model helps to manage the process 
of Laser Metal Deposition based on the thermal images from a thermal camera attached to the laser 
header that record a complete process. This case is an example of using HPC infrastructures for 
designing Neural Networks models and finding the best parameters for training them. 
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 1 Introduction 

This document reports the hyper-parametric search for obtaining the best possible Neural Network (NN) 
model to manages a complete process of Laser Metal Deposition (LMD) in the framework of the 
experiment 407: Cyber-Physical Laser Metal Deposition (CyPLAM) of the Fortissimo 2 European project. 

The input for the NN are the images obtained from a high speed thermal camera attached to the laser 
header that records a complete LMD process. The output of the NN is an estimation (prediction) of two 
main parameters that controls the LMD process: the power of the laser (LP) and the speed of the process 
(PS).   

The main objective of the NN model is to provide valuable information based on the thermal images 
throughout a LMD procedure to the laser operator in order to change these parameters to adjust the 
deposition process in real time, increasing the final quality of the process.  

The process of developing such a NN algorithm includes the design of the final model and its final 
training. Both of them have uncertainties in some parameters (for example, number of layers or neurons 
in NN model and learning rates during the training, among others) that must be selected experimentally. 
This process is done using a hyper-parametric search that is time and computational consuming task. 
Using HPC infrastructures can reduce the time-to-solution, reducing the total human effort to achieve 
a working model.  

 2  Experimental setup and background. 

This section details the experimental setup used to carry out the hyper-parametric study of this 
technical report. In sub section  2.1  a brief description of the CESGA Finis Terrae II infrastructure is 
given. In  2.2  a description of the skeleton of the NN model is given. The description of the dataset used 
for the studies are given in  2.3  and the description of the training and the validation process are given 
in  2.4  and  2.5  and respectively. 

 2.1 Infrastructure description 

The hyper-parametric study was carried out on the CESGA architecture Finis Terrae II (FT2). FT2 is a 
computation system based on Intell Haswell processors interconnected by an Infiniband FDR network 
with a peak performance of 328 TFlops and a held performance of 213 TFlops in the Linpack benchmark. 
FT2 is a live computing platform that is evolving continuously, integrating more resources frequently. 
During the experiment, FT2 had a configuration with 4 types of computation nodes: 

1. Thinnodes (306 nodes): with 2 Haswell 2680v3 processors (up to 24 cores and 2.5Ghz), 128 GB 
of RAM memory and a local hard disk of 1 TB. 

2. GPUs Nodes (4): with 2 Haswell 2680v3 processors, with 2 GPUs NVIDIA Tesla K80 (driver version 
375.26) and 128 GB of RAM memory and a local hard disk of 1 TB. 

3. Xeon Phi Nodes (2): with 2 Haswell 2680v3 processors (up to 24 cores), 2 Intel Xeon Phi 7120P, 
128 GB of RAM memory and a local hard disk of 1 TB. 

4. FAT node (1): with 8 Intel Haswell 8867v3 processors (totally, 128 cores), 4096 GB of RAM 
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memory, 24 local hard disk of 1.2 TB and 2 SAS hard disk of 300 GB. 

In addition to the compute nodes, FT2 have 4 nodes for login to the system and to transfer files with 2 
Haswell 2680v3 processors (up to 24 cores), 128 GB of RAM memory and 2 hard disk of 1 TB. 

All nodes shared a high performance file system based on Lustre, which is connected through Infiniband. 
This storage infrastructure has 760TB of storage (400 disks of 2TB each) with is server with 4 OSS to 
achieve a bandwidth higher than 20GB/s.  

The execution of jobs in FT2 is managed by Slurm (version 14.11.10-Bull.1.0), which guarantees a correct 
assignment of resources to each job. FT2 has the capability of Intel Turbo Boost of processors disabled, 
so the frequency of each assigned core is configured to the nominal one at the beginning of each job. 
The performance studies for this technical report were carried out on the Thinnodes. The Operative 
System of these nodes is Linux and the distribution is Red Hat Enterprise Linux Server release 6.7. 

 

CƛƎǳǊŜ мΥ .ŀǎƛŎ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ Cƛƴƛǎ ¢ŜǊǊŀŜ LL ǎǳǇŜǊŎƻƳǇǳǘŜǊ 
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 2.2 Model description.  

To generate and train the NN model used in this experiment the Tensorflow1 (TF) python API (revision 
1.0.0) compiled for the FTII (see before section) was used. Tensorflow was compiled with and without 
support of GPUs, using gcc version 4.9.1, python based on Anaconda2, cuda 7.5 and cuDNN 5.0.  

The base NN model used in this experiment is shown in Figure 2 (left image) where the generated 
Tensorflow (TF) graph of the model is presented. The main components of the NN model are: 

¶ Features layer: this is the input of the NN. The features are the pixels of a recorded frame. The 
number of pixels are 28x28=784 (this is the number of input features for our NN model). For the 
model, the input will be a TF placeholder of shape (-1,784)2 

¶ Image Reshape layer: this layer reshapes the features and generate a TF tensor of shape (-
1,28,28,1). 

                                                      

1 Tensorflow is an open-source software library for Machine Intelligence: https://www.tensorflow.org/ 
2 In Tensorflow -1 means that can be any integer number. 

CƛƎǳǊŜ нΦ DǊŀǇƘ aƻŘŜƭ όŜȄǘǊŀŎǘŜŘ ŦǊƻƳ ¢ŜƴǎƻǊōƻŀǊŘύ ŦƻǊ bb ƳƻŘŜƭΦ [ŜŦǘ /ƻƳǇƭŜǘŜ bb ƳƻŘŜƭ ƎǊŀǇƘΦ wƛƎƘǘΥ 
hǇŜǊŀǘƛƻƴǎ ŦƻǊ /ƻƴǾƻƭǳǘƛƻƴŀƭ [ŀȅŜǊΦ 
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¶ Conv1: First convolutional layer.  The convolutional layer is composed by 2 different operations 
(see right graph of  Figure 2) 

o Convolutional Operation: in this layer ncv1 square convolutional filters of size [wc1, wc1] 
are applied over the input frame.  

o Max Pooling operation: downsampling operation of 2x2 pixel size and a stride of the 
same length. 

o The shape of the output tensor of the Conv1 is: (-1,14,14, ncv1). And the number of free 
parameters (weights and bias) for this layer is: wc1*wc1*ncv1+ncv1 

o Activation function: wŜ[ǳ. 

¶ Conv2: Second convolutional layer: 

o Convolutional Operation: ncv2 square convolutional filters of size [wc2, wc2] are applied 
over the input frame. 

o Max Pooling operation: downsampling operation of 2x2 pixel size and a stride of the 
same length. 

o The shape of the output tensor of the Conv2 is: (-1,7,7, ncv2). The number of free 
parameters for this layer is: wc2*wc2*ncv1*ncv2+ncv2 

o Activation Function: wŜ[ǳ. 

¶ Reshape layer: this layer reshapes the output of the second convolutional layer to a tensor of 
shape (-1, 7*7* ncv2). 

¶ FC1: first fully-connected (or dense) layer with nfc1 neurons. 

o The shape of the output for this layer is: (-1, nfc1) and the number of free parameters for 
this layer is: 7*7* ncv2*nfc1+ nfc1 

o Activation Function: wŜ[ǳ.  

¶ Dropout layer: this layer is used during training phase where some neurons of the first fully 
connected layer will be dropped and not used. The number of dropped neurons is setting to 
0.75 (this maintain 75 % of the neurons). The dropout layer is used to avoid overfitting. 

¶ FC2: second fully-connected (or dense) layer with 2 neurons. This layer is the output of the 
model: predicts a value for the laser power and process speed. 

o Activation Function: none (no activation function). 

o The shape of the output for this layer is: (-1, 2) and the number of free parameters for 
this layer is: 2*nfc1+2 

 2.3 AIMEN Dataset description. 

For training the NN model data obtained from different LMD experiments conducted in AIMEN were 
used. The dataset was divided in 2 subsets one for training the NN (training dataset) and another for 
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validate the model when trained (validation dataset).  

Each dataset (see Table 1) is made up of a bunch of frames (width=28 pixels, height=28 pixels) obtained 
with a thermal camera during a LMD experiment. Each frame of the bunch has two different labels: LP 
and PS during the experiment.  

5ŀǘŀǎŜǘ bǳƳōŜǊ ƻŦ ŦǊŀƳŜǎ tƛȄŜƭǎ bǳƳōŜǊ ƻŦ ƭŀōŜƭǎ 

¢ǊŀƛƴƛƴƎ 44505 (134,235) 28x28=784 2 

±ŀƭƛŘŀǘƛƻƴ 162216 (268,470) 28x28=784 2 

¢ŀōƭŜ мΦ 5ŀǘŀǎŜǘǎ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎΦ 

Each dataset comes from different LMD experiments and they do not share any frame to have 
independent datasets.  

The datasets were provided as numpy array files.  

 2.4 Training Description. 

The Loss Function used to train the NN model is shown in Equation (1): 

ὒέίί
ρ

ςά
Ὤ ὼ ώ Ὤ ὼ ώ  (1) 

Where:  

¶ ὼ is the ith frame of the training dataset. 

¶ Ὤ ὼ  is the prediction for LP of the NN model for ith frame. 

¶ ώ  : label for LP of the ith frame. 

¶ Ὤ ὼ  is the prediction for PS of the NN model for ith frame. 

¶ ώ  : label for PS of the ith frame. 

¶ ά : total number of training frames. 

The objective of the training is trying to find the weights and bias of the different layers that minimize 
the Loss Function of Equation (1). To minimize Loss Function, the TF AdamOptimizer3 was used and to 
speed up the training only a small random batch of the training dataset was provided (size of batch: 128 
frames) in each optimizer iteration. 

During a complete training, 200 intermediate models (i.e. the weights and the bias of all the layers) 
were saved to validate them later. 

 2.5 Validation Description. 

To monitor the performance of the NN model the Accuracy was calculated for the 200 intermediate 

                                                      

3 https://www.tensorflow.org/api_docs/python/tf/train/AdamOptimizer 
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models, obtained during the training phase, using the validation dataset.  

The accuracy metric used to monitor performance is defined in Equation (2):  

ὃὧὧόὶὥὧώϷ

ρ

ὲ
Ὁὶὶὼȟώ ȟώ ςπϷ (2) 

Ὁὶὶὼȟώ ȟώ  is the maximum between LP and PS relative error predictions, for each one of the n 
frames in the validation dataset, and is calculated following Equation (3): 

Ὁὶὶὼȟώ ȟώ ὓὥὼ
ώ

Ὤ ὼ
ρȟ
ώ

Ὤ ὼ
ρ  (3) 

As shown in Equation (2) only those predictions where relative error (for LP and PS) is lower than 20 % 
are labelled as “good” predictions. The accuracy gives the percent of “good” predictions over the 
complete validation dataset.  For one training, a 200 points curve of Accuracy vs training iteration will 
be obtained. 

 2.6 Scalability tests. 

The main task for CESGA in the CYPLAN experiment is to use its high performance parallel computing 
capacities to train in parallel different NN models and obtain a list of best performance models (see 
section  3 ). To have an accurate provisioning for this parallel training several experiments where the 
scalability of the TF model was studied where conducted.   

 /ƻƴǾлм /ƻƴǾлн C/πлм 

aƻŘŜƭ bŀƳŜ ǿŎм ƴŎм ǿŎн ƴŎн ƴŦŎм 
CǊŜŜ 

tŀǊŀƳŜǘŜǊǎ 

[ƻǿ {ƛȊŜ aƻŘŜƭ  5 8 5 32 100 163,742 

aŜŘƛǳƳ {ƛȊŜ aƻŘŜƭ 5 8 5 32 700 1,106,342 

IƛƎƘ {ƛȊŜ aƻŘŜƭ 5 32 5 64 1000 3,191,098 

¢ŀōƭŜ нΦ aƻŘŜƭ /ƻƴŦƛƎǳǊŀǘƛƻƴ ŦƻǊ ǘƘŜ о bb ǳǎŜŘ ǘƻ ǎǘǳŘȅ ǘƘŜ ǎŎŀƭŀōƛƭƛǘȅ ƻŦ ǘƘŜ ǎȅǎǘŜƳΦ όǿŎмΣ ǿŎнΥ ǿƛƴŘƻǿǎ ǎƛȊŜ ŦƻǊ 
ŎƻƴǾƻƭǳǘƛƻƴŀƭ ƭŀȅŜǊ м ŀƴŘ нΦ ƴŎмΣ ƴŎнΥ ƴǳƳōŜǊ ƻŦ ŦƛƭǘŜǊǎ ŦƻǊ ŎƻƴǾƻƭǳǘƛƻƴŀƭ ƭŀȅŜǊ м ŀƴŘ нΦ ƴŦŎмΥ ƴǳƳōŜǊ ƻŦ ƴŜǳǊƻƴǎ ƻŦ Ŧǳƭƭȅ 
ŎƻƴƴŜŎǘŜŘ ƭŀȅŜǊ мύ 

 

For this preliminary study, the three different models shown in Table 4 were used. This table shows the 
different layer configurations and the total number of free parameters of each model (in these cases 
the number of free parameters is equal to the sum of the number of weights and bias for each layer 
described in  2.2 ). 
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Table 3 shows other parameters that were set for the three scalability trainings. 

[ŜŀǊƴƛƴƎ wŀǘŜΥ 10-5 

5ǊƻǇƻǳǘΥ 0.75 

.ŀǘŎƘ ǎƛȊŜΥ 128 

LǘŜǊŀǘƛƻƴǎ 3000 

¢ŀōƭŜ оΦ bb ǇŀǊŀƳŜǘŜǊǎ ŦƻǊ ǘƘŜ ǎŎŀƭŀōƛƭƛǘȅ ǘŜǎǘǎΦ 

The scalability tests consisted in training the three models shown in Table 3 with the parameters of Table 
4 increasing the number of allocated cores and measuring the time to finish the training. For each 
different number of allocated cores, 5 different trainings were conducted. Times were collected using a 
single batch job on a single FTII node, limiting the amount of resources for each executing with ǎǊǳƴ. 
Times were collected from the slurm accounting for each task.  

Figure 3 shows the results of the scalability tests. In left image, the average elapsed time of the 5 training 
execution is plotted versus the number of allocated cores. As can be seen when more cores are allocated 
the training time decreases until the 12 cores. When more than 12 cores are allocated the training time 
can increase slightly. This behaviour is clearly shown in the right graph were the Speed Up is plotted vs 
the number of allocated cores. 

For calculate Speed Up equation (4) is used: 

Ὓ ὔ
Ὕρ

Ὕὔ
 (4) 

Where: 

¶ T(1) is the time when 1 core is used. 

¶ T(N) is the time when N cores are used. 

As conclusion. For this model using more than 12 cores for training is useless because there is not an 
decrease of the training time.  

This preliminary study allows us to establish a proper resources allocation to better take advantage of 

CƛƎǳǊŜ оΦ wŜǎǳƭǘǎ ŦƻǊ ǘƘŜ ǎŎŀƭŀōƛƭƛǘȅ ǘŜǎǘǎΦ [ŜŦǘ ƎǊŀǇƘ ǇǊŜǎŜƴǘ ǘƘŜ ƳŜŀƴ ŜƭŀǇǎŜŘ ǘƛƳŜ ƻŦ ǘƘŜ р ǘǊŀƛƴƛƴƎ Ǿǎ ǘƘŜ 
ƴǳƳōŜǊ ƻŦ ŀƭƭƻŎŀǘŜŘ ŎƻǊŜǎ ŦƻǊ ŜŀŎƘ ƻŦ ǘƘŜ ǘƘǊŜŜ ƳƻŘŜƭǎ ƻŦ ǘƘŜ ¢ŀōƭŜ оΦ wƛƎƘǘ ƎǊŀǇƘ {ǇŜŜŘ ¦Ǉ όпύ Ǿǎ ŀƭƭƻŎŀǘŜŘ 
ŎƻǊŜǎΦ 
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the Finis Terrae II resources. For the hyper-parametric search, the job array submission method will be 
used in such a way that one complete node will be allocated for 2 parallel training of different models 
and 12 cores will be used for each training.  

 3 Hyper-parametric search. 

In sub section  2.2  the skeleton of the NN model was defined, but minor details such the number of 
filters or their window sizes in the convolutional layer, or the number of neurons in the fully-connected 
label were not fixed. These non-fixed parameters have been selected using a hyper-parametric study, 
taking advantage of the parallel computation resources of CESGA, with the goal of obtaining the best 
possible NN model.  

 3.1 Hyper-parametric search definition. 

The filter size and the number of filters of the two convolutional layers and the number of neurons of 
the first fully connected were selected using a hyper-parametric search. The idea behind this method if 
to find the combination that produce a better value for the loss function and accuracy. Table 4 shows 
the different values that were tested for the aforementioned parameters. 

 CƛƭǘŜǊ {ƛȊŜ bǳƳōŜǊ ƻŦ bŜǳǊƻƴǎ 

/ƻƴǾƻƭǳǘƛƻƴŀƭ [ŀȅŜǊ лм wc1=3,5 ncv1= 8, 16, 32 

/ƻƴǾƻƭǳǘƛƻƴŀƭ [ŀȅŜǊ лн wc2=3,5 ncv2= 32, 64 

CǳƭƭȅπŎƻƴƴŜŎǘŜŘ [ŀȅŜǊ N/A nfc1=128, 256, 384, 512, 640, 768, 896, 1024 

¢ŀōƭŜ пΦ ±ŀƭǳŜǎ ŦƻǊ ǘƘŜ ŘƛŦŦŜǊŜƴǘ bb ƳƻŘŜƭ ǇŀǊŀƳŜǘŜǊǎ ŦƻǊ ǘƘŜ ƘȅǇŜǊπǇŀǊŀƳŜǘǊƛŎ ǎŜŀǊŎƘΦ 

For the hyper-parametric search, all the possible model combinations (grid search strategy) of  Table 4 
parameters (192 possible models) were generated, trained (see subsection  2.4 ) and validated (see sub 
section  2.5 ).  The number of free parameters (bias and weights of all layers) was ranged between 
203,506 and 3,266,434.  

Table 5 summarizes training parameters used during hyper-parametric search trainings.  

[ŜŀǊƴƛƴƎ wŀǘŜΥ 10-5 

5ǊƻǇƻǳǘΥ 0.75 

.ŀǘŎƘ ǎƛȊŜΥ 128 

¢ŀōƭŜ рΦ /ƻƳƳƻƴ ǇŀǊŀƳŜǘŜǊ ŦƻǊ ƘȅǇŜǊπǇŀǊŀƳŜǘǊƛŎ ǘǊŀƛƴƛƴƎΦ  

 3.2 Hyper-parametric search results. 

Figure 4 shows the evolution of the Loss Function, Equation (1), for the 192 hyper-parametric models 
on the training data (left image) and on the validation data (right image).  As can be seen in left image, 
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the Loss Function evaluated on the training dataset decreases with the training iterations so the training 

process is fitting the bias and the weights of the different models in a good way. But when the validation 
dataset is used the Loss Function decreases until reach a minimum and then increases with training 
iterations. This is the typical case for an overfitting model: the training makes the model fits the training 
dataset in a good way but when the model is evaluated on new data (not used during training) there is 
a performance loss and the extrapolation capabilities of the model decreases.  

This behaviour is shown in a clear way in Figure 5 where, the Accuracy20%, see equations (2) and (3), is 
plotted vs the training intermediate steps for each one of the 192 hyper-parametric models. In left 
image, the Accuracy20% is evaluated on the training dataset and it increases when more training steps 

take place. In right image, Accuracy20% is evaluated on the validation dataset and it increases with 
training iterations until reach a maximum and then decreases. This behaviour demonstrates that the 

CƛƎǳǊŜ пΦ [ƻǎǎ CǳƴŎǘƛƻƴ ŦƻǊ мфн ƘȅǇŜǊπǇŀǊŀƳŜǘǊƛŎ ƳƻŘŜƭǎ ŘǳǊƛƴƎ ǘǊŀƛƴƛƴƎ ǎŜǎǎƛƻƴ ŦƻǊ ǘǊŀƛƴƛƴƎ Řŀǘŀ όƭŜŦǘ ƛƳŀƎŜύ 
ŀƴŘ ŦƻǊ ǾŀƭƛŘŀǘƛƻƴ Řŀǘŀ όǊƛƎƘǘ ƛƳŀƎŜύ Ǿǎ ǘƘŜ ƴǳƳōŜǊ ƻŦ ǎǘŜǇǎΦ 

CƛƎǳǊŜ рΦ !ŎŎǳǊŀŎȅнл҈ ŦƻǊ ǘƘŜ мфн ƘȅǇŜǊπǇŀǊŀƳŜǘǊƛŎ ƳƻŘŜƭǎ ŘǳǊƛƴƎ ǘƘŜ ǘǊŀƛƴƛƴƎ ǎŜǎǎƛƻƴ ŜǾŀƭǳŀǘŜŘ ƻƴ ǘƘŜ 
ǘǊŀƛƴƛƴƎ ŘŀǘŀǎŜǘ όƭŜŦǘ ƛƳŀƎŜύ ŀƴŘ ƻƴ ǘƘŜ ǾŀƭƛŘŀǘƛƻƴ ŘŀǘŀǎŜǘ όǊƛƎƘǘ ƛƳŀƎŜύΦ 
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training process overfits because the performance of the model is very good when is evaluated on the 
training data but decreases when the validation dataset is used. Depending on the trained model the 
maximum varies but the behaviour is the same for all   the trained models. 

There are several approaches to treat the overfitting, as: 

1. Early stopping. The training is stopped before a full convergence of the training loss. 
2. Increasing the size of the training dataset: get more data to train the model. This approach is 
beyond the possibilities of this work because depends of the Laser tests conducted in AIMEN. 

3. Change the activation functions of the different layers on the NN model (see Section  3.3 ). 
4. Uses of regularization techniques that limits the weights of the different layers. 
5. Change other parameters like weights initialization, learning rate, batch size or dropout. Several 
tests were conducted but results are the same that explained before (evaluation in training 
dataset is good but the performance decreases when evaluated against validation dataset) 

The 1st option, get the intermediate training step where the NN model have the higher values of 
Accuracy20% was used in the experiment framework to provide the trained model for the experiment.  

In Figure 6 the maximum value of Accuracy20% is plotted vs the number of free parameters of each model 
for all the 192 hyper-parametric NN. Maximum Accuracy20% is ranged between 0.8-0.85. Table 6 shows 

the 10 best models (models over red line in Figure 6) based on maximum value of Accuracy20%. The 
network configuration, the maximum of the Accuracy20% and the iteration where the maximum takes 
place are shown too.  

CƛƎǳǊŜ сΦ aŀȄƛƳǳƳ ƻŦ ǘƘŜ !ŎŎǳǊŀŎȅнл҈ ŦƻǊ ǘƘŜ мфн ƘȅǇŜǊπǇŀǊŀƳŜǘǊƛŎ ƳƻŘŜƭΩǎ Ǿǎ ƴǳƳōŜǊ ƻŦ ŦǊŜŜ ǇŀǊŀƳŜǘŜǊǎ ƻŦ 
ǘƘŜ ƳƻŘŜƭΦ wŜŘ ƭƛƴŜ ƛǎ ǳǎŜŘ ǘƻ ǎŜǇŀǊŀǘŜ ǘƘŜ мл ōŜǎǘ ƳƻŘŜƭǎΦ 
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 /ƻƴǾлм /ƻƴǾлн C/πлм   

aƻŘŜƭ bŀƳŜ ǿŎм ƴŎм ǿŎн ƴŎн ƴŦŎм 
aŀȄ 

!ŎŎǳǊŀŎȅнл҈ 
LǘŜǊŀǘƛƻƴ 
{ǘŜǇ 

CǊŜŜ 
tŀǊŀƳŜǘŜǊǎ 

aƻŘŜƭπмлу 5 16 5 32 640 0.8485 108,264 1,018,690 

aƻŘŜƭπмуф 5 32 5 64 768 0.8471 68,706 2,462,850 

aƻŘŜƭπлсм 5 8 5 64 768 0.847 106,182 2,423,826 

aƻŘŜƭπмтр 5 32 5 32 1024 0.8469 68,706 1,635,170 

aƻŘŜƭπлоф 5 8 3 32 1024 0.8468 191,544 1,611,250 

aƻŘŜƭπмнр 5 16 5 64 768 0.8462 68,706 2,436,834 

aƻŘŜƭπмут 5 32 5 64 512 0.8457 83,280 1,659,266 

aƻŘŜƭπммп 5 16 3 64 384 0.8453 158,232 1,215,074 

aƻŘŜƭπлпт 5 8 5 32 1024 0.8452 77,034 1,615,346 

aƻŘŜƭπмтм 5 32 5 32 512 0.8447 104,100 830,818 

¢ŀōƭŜ сΦ мл ōŜǎǘ ƳƻŘŜƭǎ ōŀǎŜŘ ƻƴ ǘƘŜ ƳŀȄƛƳǳƳ ƻŦ ǘƘŜ !ŎŎǳǊŀŎȅнл҈Φ 

As explained before, 192 models were generated and training to made the hyper-parametric study. For 
each training 12 cores were used and the sum of the training times for all the 192 models was 943 hours 
(near of 40 days of computation). Using the parallel capabilities of the CESGA HPC resources the actual 
time to complete the 192 trainings was 70 hours, so using HPC resources speed up the hyper-parametric 

CƛƎǳǊŜ тΦ IƛǎǘƻƎǊŀƳ ŦƻǊ ǘƘŜ ǘǊŀƛƴƛƴƎ ǘƛƳŜ ŘƛǎǘǊƛōǳǘƛƻƴ ƻŦ ǘƘŜ мфн ƘȅǇŜǊπǇŀǊŀƳŜǘǊƛŎ ƳƻŘŜƭǎΦ 
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search by a factor 13.   

The lowest training time was 2.4 hours and the biggest was 8.2 hours. Only one model needed more 
than 8 hours to finish the training.   

Figure 7 shows the histogram for the training time distribution of the 192 models of the hyper-
parametric search. As can be seen most training finished between 4 and 5 hours.  

 3.3 Activation function. 

This sub section analyses the behaviour of the NN model when the activation functions of the different 
layers were changed. Table 7 shows the models (and their layer configurations) that were selected to 
make this experiment. The models were selected in order to have an uniform distribution over the 
complete range of the total number of free parameters. 

Different activation functions (9ƭǳ, {ƻŦǘǇƭǳǎ and {ƛƎƳƻƛŘ) for the models of Table 7 were tested (the 
activation function was set in all the layers of the NN model except in the output one where there is not 
activation function) 

 

 ǿŎм ƴŎм ǿŎн ƴŎн ƴŦŎм CǊŜŜ tŀǊŀƳŜǘŜǊǎ 

aƻŘŜƭπлпл 5 8 5 32 128 207730 

aƻŘŜƭπмот 3 32 5 32 256 428130 

aƻŘŜƭπлтп 3 16 5 32 384 616258 

aƻŘŜƭπмтм 5 32 5 32 512 830818 

aƻŘŜƭπмлу 5 16 5 32 640 1018690 

aƻŘŜƭπммп 5 16 3 64 384 1215074 

aƻŘŜƭπмсс 5 32 3 32 896 1417698 

aƻŘŜƭπмтр 5 32 5 32 1024 1635170 

aƻŘŜƭπмуу 5 32 5 64 640 2061058 

aƻŘŜƭπмуф 5 32 5 64 768 2462850 

aƻŘŜƭπлсн 5 8 5 64 896 2825618 

aƻŘŜƭπммф 5 16 3 64 1024 3224034 

¢ŀōƭŜ тΦ aƻŘŜƭǎ ǎŜƭŜŎǘŜŘΣ ƭŀȅŜǊ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ŀƴŘ ŦǊŜŜ ǇŀǊŀƳŜǘŜǊ ŦƻǊ ǘƘŜ ŀŎǘƛǾŀǘƛƻƴ ŦǳƴŎǘƛƻƴ ŜȄǇŜǊƛƳŜƴǘǎ όǿŎмΣ ǿŎнΥ 
ǿƛƴŘƻǿǎ ǎƛȊŜ ŦƻǊ ŎƻƴǾƻƭǳǘƛƻƴŀƭ ƭŀȅŜǊ м ŀƴŘ нΦ ƴŎмΣ ƴŎнΥ ƴǳƳōŜǊ ƻŦ ŦƛƭǘŜǊǎ ŦƻǊ ŎƻƴǾƻƭǳǘƛƻƴŀƭ ƭŀȅŜǊ м ŀƴŘ нΦ ƴŦŎмΥ ƴǳƳōŜǊ ƻŦ 
ƴŜǳǊƻƴǎ ƻŦ Ŧǳƭƭȅ ŎƻƴƴŜŎǘŜŘ ƭŀȅŜǊ мύ  
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The results are shown in Figure 8 where the maximum of the Accuracy20%  is plotted versus the number 
of free parameter of the model for each one of the activation functions. As can be seen the performance 
of the NN is reduced when 9ƭǳ activations functions are used. The use of the {ƻŦǘǇƭǳǎ have in general 
lower performances (except for low number of free parameters). wŜ[ǳ and {ƛƎƳƻƛŘ activation functions 
shows similar (and greater than the others) performances over the complete range of free parameters. 
The 2 best models are obtained for the {ƛƎƳƻƛŘ activation function: 0.854 (Model-171 of Table 7) and 
0.853 (Model-114 of Table 7). 

 3.4 Regularization training. 

As explained before one of the most common training techniques to avoid overfiting is the use of 
regularization techniques, that adds to the loss function to minimize, Equation (1), a regularization term 
in order to prevent the coefficients fits perfectly the data. There are two regularization terms: L1 where 
the sum of the absolute value of the weights are added, see Equation (5), and L2 where the sum of the 
square of the weights are added, Equation (6). 

ὒρ ‗ ȿύȿ (5) 

 

ὒς ‗ ύ  (6) 

CƛƎǳǊŜ уΦ aŀȄƛƳǳƳ ƻŦ !ŎŎǳǊŀŎȅнл҈ ŦƻǊ ǘƘŜ ŘƛŦŦŜǊŜƴǘ ƳƻŘŜƭǎ ƻŦ ¢ŀōƭŜ т ǿƘŜƴ ŀŎǘƛǾŀǘƛƻƴ ŦǳƴŎǘƛƻƴ 
ƛǎ ŎƘŀƴƎŜŘΦ 
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TF allows add independent regularization terms for each neuron layer of the NN model. For this section 
experiments the L1 (with λ=0.001) and L2 (with λ=0.01) regularization terms were applied in Dense01 
layer and in Dense01 and Conv02 layers over the listed NN models in Table 7. 

The results are shown in Figure 9 where the maximum of the Accuracy20%  is plotted versus the number 
of free parameter of the model for each one of the before mentioned combinations of regularizations 
and layers (graph keeps the original curve, black one, for results comparison). As can be seen using 
regularization techniques does not have a big impact in the NN model performance but for some models 
bigger values for the maximum of Accuracy20%  can be obtained. 

 

 4 Conclusions.  

As explained in this document HPC resources can be used in a very efficient way to made hyper-
parametric search when using TensorFlow.  Use of parallel compute allows to explore a very big amount 
of different parameters configuration in order to obtain the best trained NN model. Typically, hyper-
parametric study are based on change the number of neurons in a layer, or the number of layers in 
model, but other approaches like change activation functions (section  3.3 ) or change in training 
techniques like the use of regularizations terms (section  3.4 ), different initializations schemes, change 
in batch size or learning rates even change the election of the loss function can be studied in a parallel 
way with little changes in the code. 

Thanks to the usage of HPC resources, the time-to-solution can be decreased significantly. In this 

CƛƎǳǊŜ фΦ aŀȄƛƳǳƳ ƻŦ !ŎŎǳǊŀŎȅнл҈ ŦƻǊ ǘƘŜ ŘƛŦŦŜǊŜƴǘ ƳƻŘŜƭǎ ƻŦ ¢ŀōƭŜ т ǊŜƎǳƭŀǊƛȊŀǘƛƻƴ ǘŜŎƘƴƛǉǳŜǎ 
[м ŀƴŘ [н ƛƴ ƭŀȅŜǊ 5ŜƴǎŜлм ŀƴŘ ƛƴ ƭŀȅŜǊǎ /ƻƴǾлн ŀƴŘ 5ŜƴǎŜлмΦ 
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presented case, elapsed time can be reduced from more than 40 days to less than 3 days, with a small 
effort to implement the workflow. Using Tensorboard is very easy to detect the behaviour of the 
different models to select the best among the different possibilities.  

There are other possibilities that will be explored in the future, as the parallelisation of the training, 
using the usual methods of data-parallel (where the data is distributed among several copies of the 
same model to calculate the gradients) or model-parallel (where the model is distributed among 
different devices or nodes, useful when it is very large to fit in a single device).  

During this case, GPUs have not been used because the number of available resources is low compared 
with the number of cases to execute and the number of nodes in FTII (306 nodes vs 16GPUs) and, usually 
are very busy. So using a pure CPU training can benefit of having a large number of parallel jobs 
executing simultaneously to decrease the final time-to-solution. 
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